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Predictive Maintenance

 Preventive vs Predictive Maintenance:

• Preventive Maintenance: Engineers inspect vehicles every

couple of months. This method is costly and does not capture

asset-specific conditions (for e.g. rides per day, occupancy level,

weather conditions, etc.).

• Predictive Maintenance (PdM) solutions takes into account the

operating conditions of vehicles by leveraging data collected from

individual assets to predict failures in future.

 Overview:

• Data Collection: Equipment Data and Maintenance Data

• PdM Platform: Preprocessing and Training AI Model

• Outputs: Schedules, Overview of Assets and Purchase

Optimization

 Customer Value:

• Reduced Asset Downtime,

• Reduced maintenance and repair costs,

• Optimize spare parts inventory

2. PdM Platform

3. Outputs

1. Data Collection
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Market Analysis

 Market Size (General):

• Analysts consensus on growth rate at 25-30% CAGR in 2020-

2025 period (Allied Market Research, Market Expert 24,

ReportBuyer), but have diverse market size estimates ($15-

30B)

 PdM Solutions:

• Predictive Maintenance is an imbalanced classification problem

where number of part failures is much smaller than

predominant normal working parts.

• To the best of our knowledge, PdM solutions (from Bosch, SAP,

Huwaei, IBM and SAP) relies on statistical analysis.

• Their solutions does not relies on advanced machine learning

algorithms tailored for imbalanced classification tasks.

2. PdM Platform

3. Outputs

1. Data Collection
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Technology Description (BRIGHT DAMVI)

 BRIGHT is NEC‘s Ensemble Learning Technology:

• Combine many weak learners to build a more efficient learner

• Many specialized weak learners can beat a strong one

• That’s because “strong” learners (singletons) model the variable in a wide set of conditions, sacrificing

memory of rare events to work in general

 Meta-Learning

• learning how learners perform in which situation

• A Meta-Learner learns from the behavior of other learners (= base learners)

 BRIGHT DAMVI*: Meta-learning for imbalanced data classification

• Learns a diversity-aware weighted majority vote classifier over the base classifiers

• Delivers benefits in terms of F1-score and Average Precision especially in four main applications: predictive

maintenance tasks, credit fraud detection, medical diagnosis and webpage classification.

• Performs well even for highly imbalanced classification tasks (< 4% positive class examples).

*Diversity-Aware Weighted Majority Vote Classifier for Imbalanced Data

*Anil Goyal and Jihed Khiari, “Diversity-Aware Weighted Majority Vote Classifier for Imbalanced Data”, The International Joint Conference on Neural Networks (IJCNN), 2020

IJCNN 2020
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Technology Description (BRIGHT DAMVI)

 Base Classifiers: Learn a set of base classifiers

corresponding to K bootstrapped samples

 Reweighing of Examples: DAMVI increases the

weights of positive examples (minority class) which are

"hard“ to classify with uniformly weighing of classifiers.

 Learning Diversity-Aware Weighted Majority Vote:

Learned base classifiers are combined using diversity-

aware weighted majority vote:

where, hk(x) is a base learner corresponding to

subsampled data DK and Q(k) is the weight over base

learner.

IJCNN 2020
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Experimental Results

F1-score

Average Precision DAMVI performs best on all datasets in

terms of F1-score and for 5 out of 6

datasets in terms of Average Precision.

 DAMVI performs significantly better on

PCT dataset with lowest imbalance

ratio of 0.02.

Datasets IJCNN 2020
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Web Interface

Software Development

Step 1:

 User can check if there

exists any learned

model for a particular

part (from past).

Step 2:

 User can validate if the

required data for

training and testing are

stored at desired

location or not.
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Software Development

Step 3:

 Train the machine learning

models for a particular part

using prediction horizon

and number of CPUs as

input tomorrow.

Step 4:

 Failures predictions (along

with probability) are saved

in respective folder in csv

file.

Web Interface
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